
Encoder

2D: ViT, CLIP, OPT, FlanT5, SAM, 

patch embedding, ImageBind

1D: Wave2Vec/CNN, whisper, 

convert to mel-spec(2D), patch 

embedding, LLMTIME

Pos/Text: BPE/BBPE tokenizer, 

special position tokens in vocab

Codebook: shared latent embedding 

cross modal

Connector

Concatenate: Dense, Feed forward

(project to LLM dimension and 

concat embedding of  all modals)

Eg. LLAVA, Kosmos, Meta-

transformer

Cross attention: Q-former, perceiver 

& sampler (add linear projection to 

match LLM dimension, shorter 

input sequence length )

Eg. Flamingo, BLIP, MiniGPT

Image

/Video

Text

Signal/

Speech

Coordinate

Multimodal data

Prompt           Positional Info

LLM

LLAMA,

Vicuna,

GPT4,

Magneto,

LORA,

PaLM,

…

Output 

projection 

& 

Downstream 

NN

Notes：
 ‘Connector‘ may described as bridging/alignment/adapter/neck/general purpose interface in different paper, but with same goal/role:

1. Fuse features of  different modality

2. Dimension matching with LLM (often with linear projection, which is proven to be effective empirically)

 Order of  Encoder and Connector can be reversed, for example, 

1. In Meta-transformer, firstly connector/data-to-sequence tokenizer embedded different modalities, the output is then fed into encoder to get latent embedding

2. In NExT-GPT, firstly different encoders are adopted to encode raw input, the output is then fed into connector.

 Patch embedding  linear projection

 References: Flamingo, Kosmos-1/2, MiniGPT-4, BLIP-2, LLAVA, LaVIN, Meta-transformer, NExT-GPT, mPLUG-Owl-1/2, UniCode, ImageBind, AdaLink, …

 Training skills: contrastive learning, InfoNCE loss, CRPS loss, …
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